Disclaimer

This document is for informational purposes only and is subject to change at any time without

notice. The information in this document is proprietary to Actian and no part of this document
may be reproduced, copied, or transmitted in any form or for any purpose without the express

prior written permission of  Actian .

This document is not intended to be binding upon Actian to any particular course of business,
pricing, product strategy, and/or development. Actian assumes no responsibility for errors or
omissions in this document.  Actian shall have no liability for damages of any kind including
without limitation direct, special, indirect, or consequential damages that may result from the use

of these materials. Actian does not warrant the accuracy or completeness of the information, text,
graphics, links, or other items contained within this material. This document is provided without a
warranty of any kind, either express or implied, including but not limited to the implied warranties

of merchantability, fitness for a particular purpose, or non -infringement.
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Google = trying a little harder
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Google . 3" time lucky
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2. Understanding Vector Components : X100 Engine
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X100 Engine

The X100 Engine efficiently handles queries through its vectorised processing (making the CPU operate on "vectors,” which are arrays of values from
many different records). It ensures that the vectors it operates on fit inside the CPU caches, avoiding unnecessary and often contended main memory
access. Vector handles multiple queries concurrently and can run single queries in parallel.
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NoO..

ANo materialized views

ANo indexing

ANo cubes

ANo compression configuration

ANo tweaking of data model required

ANo preloadingofpre -l AAsé Al * ég AsEsy “?21° NINDS
ANo dbspace /tablespace and log configuration

ANo limiting serialization of concurrent queries

ANo expensive, proprietary hardware and/or OS required
ANo page/block configuration

ANo hints

ANo requirement to write special SQL

ANo practical limits on real  -time updates

ANo storage ties in cloud
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AYou need to look after them with regular maintenance and
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(Databases) competing for the same resources, (perhaps??)

AThis means that you need to factor in (in advance ideally) the
number of databases you are going to have so you can
apportion memory appropriately.

. Multiple Schemas?
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x100 database created

. Processing uses 50% of TOTAL memory
AMAX_MEMORY_SIZE

~ Buffer pool is 25% of TOTAL memory
ABUFFERPOOL_SIZE

~Maximum Number of Cores and Max Parallelism
AMax_parallelism_level set to 8 with servers with 8 or more cores

. To allocate different memory settings for additional databases,
create a bespoke settings file for EACH Database.

- Do this before creating your database




Vectorwise.conf

The vectorwise.conf file holds parameters such as memory,
guery parallelism and data block size info.

AThe file exists under the default DATA location path

ATo override this, we need a database specific one




Vectorwise.conf (  contd )

So we create our template file using the following syntax: -
vectorwise.< database name >conf

o o

a1% X ?éN xceatedb pmidb n”




Parallelism (Cores)

The x100 engine over allocates on how many cores you have
on a per query basis.

If your server has 20 Cores, then the x100 engine will try to use
up to 25 (it over allocates)

A This is for concurrent processing Qet
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max_parallelism_level

So we need to plan: -
AHow many concurrent queries will run through our system?

ARemember X100 database engines run in isolation.

ADo | have more than one active database?
ATypically in Vector and Vector -H we have 1

Question?

AWhat will happen to my performance of my queries if | run many
gueries at the same time?

AWill | run out of CORES?




max_parallelism_level (scenario)

Queries arrive at our x100 engine

With a 20 CORE server the x100
engine acts like the machine has 25

If we have max_parallelism setto 8
(and the query allows) we will use 8
CORES for it.

Our second query arrives; -

We now have 25 -8 CORES available
(17), so our second query could still
use 8 CORES (leaving 11)

Subsequent queries get up to 20%
of the balance, which may be ONE!




