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X100 Engine



Google  - being the centre ɿȷ ʻɁȇ ŧɴɆˢȇʦʮȇ֠

ÁŊɿ Ì ʻɁɿˋȺɁʻ Ìחǿ ¹זɿɿȺɠȇח ˭ҥҤҤ ǁɴǿ Ì Ǹǁɲȇ ˋʣ ˣɆʻɁ ʻɁɆʮ
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Google tֽrying a little harder

ÁŊɿ ʻɁɆʮ ʻɆɲȇ Ì ʻɁɿˋȺɁʻ Ìחǿ ¹ɿɿȺɠȇ ז˭ҥҤҤ ȇɴȺɆɴȇח ֠
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Google 3ֽrd time lucky
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The Vector Engine..



öȇʻחʮ Ⱥȇʻ ʻɁȇ הˮȇʮɴחʻʮו ɿˋʻ ɿȷ ʻɁȇ ˣǁˮ ȷɆʦʮʻ֥֥
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ÁěɁ ǁɴǿ Ɇʻחʮ ɴɿʻ ǁ ǷˋɴǸɁ ɿȷ ȇ˭Ǹˋʮȇʮ Ɂȇʦȇ֡֡



No..
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ÁNo materialized views
ÁNo indexing

ÁNo cubes

ÁNo compression configuration
ÁNo tweaking of data model required

ÁNo preloading of pre -ǁȺȺʦȇȺǁʻȇǿ ȺʦɆǿʮ ʻɁǁʻ Ǹǁɴחʻ Ƿȇ ˋʣǿǁʻȇǿ

ÁNo dbspace /tablespace and log configuration
ÁNo limiting serialization of concurrent queries

ÁNo expensive, proprietary hardware and/or OS required 

ÁNo page/block configuration
ÁNo hints

ÁNo requirement to write special SQL

ÁNo practical limits on real -time updates
ÁNo storage ties in cloud



Yes..

© 2018 Actian Corporation11

JDBC 4.2
ODBC 3.5
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öɆɝȇ ˣɆʻɁ ǁɴˮ ʣȇʦȷɿʦɲǁɴǸȇ ȇɴȺɆɴȇַʮָ֠
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ÁYou need to look after them with regular maintenance and 
ȇɴʮˋʦȇ ʻɁǁʻ Ɇȷ ˮɿˋ Ⱥȇʻ ǁɴˮ ˣǁʦɴɆɴȺʮ ˮɿˋ Ǹɿɴʮˋɠʻ ʻɁȇ זɲǁɴˋǁɠח

ÁřɁɿˋȺɁ ǁʮ ǁ ʮʻǁʦʻȇʦ ȷɿʦ ҥҤ֥֥ ǁɴǿ ǁɴ Ɇɲʣɿʦʻǁɴʻ זʻǁɝȇ ǁˣǁˮח 
řֽɁȇ ˭ҥҤҤ ʣʦɿǸȇʮʮ Ɇʮ ǁ זľhł ^!ř!V!Ŋhח ȇɴȺɆɴȇ

ÁƢҥҤҤ ȇɴȺɆɴȇʮ ǁʦȇɴחʻ ǁˣǁʦȇ ɿȷ ɿɴȇ ǁɴɿʻɁȇʦ
řֽɁȇʮȇ ȇɴȺɆɴȇʮ ǁʦȇɴחʻ ǁˣǁʦȇ ɿȷ ɿʻɁȇʦ ʣɿʻȇɴʻɆǁɠ זȇɴȺɆɴȇʮח 
(Databases) competing for the same resources, (perhaps??)

ÁThis means that you need to factor in (in advance ideally) the 
number of databases you are going to have so you can 
apportion memory appropriately.
Mֽultiple Schemas?



ľȇʦȷɿʦɲǁɴǸȇ ȇɴȺɆɴȇַʮָ Ǹɿɴʻחǿ
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ÇɆʻʻɆɴȺ ʻɁȇ זʦȇʻˋʦɴ ɝȇˮח ǁʻ Ɇɴʮʻǁɠɠ ʻɆɲȇ ʮȇʻʮ ǿȇȷǁˋɠʻʮ ȷɿʦ h!WÇ 
x100 database created

Pֽrocessing uses 50% of TOTAL memory 
ÅMAX_MEMORY_SIZE

Bֽuffer pool is 25% of TOTAL memory
ÅBUFFERPOOL_SIZE

Mֽaximum Number of Cores and Max Parallelism
ÅMax_parallelism_level set to 8 with servers with 8 or more cores

Tֽo allocate different memory settings for additional databases, 
create a bespoke settings file for EACH Database.

Dֽo this before creating your database .



Vectorwise.conf
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The vectorwise.conf file holds parameters such as memory, 
query parallelism and data block size info.

ÁThe file exists under the default DATA location path

Á In the vectorwise DIR

ÁTo override this, we need a database specific one



Vectorwise.conf ( contd )
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So we create our template file using the following syntax: -
vectorwise.< database_name >.conf

ąɿˣ ˣɁȇɴ ˣȇ ʦˋɴ זcreatedb pmldb ֥֠֠֠ח



Parallelism (Cores)
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The x100 engine over allocates on how many cores you have 
on a per query basis.

If your server has 20 Cores, then the x100 engine will try to use 
up to 25 (it over allocates)
ÅThis is for concurrent processing



max_parallelism_level
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So we need to plan: -
ÁHow many concurrent queries will run through our system?

ÁRemember X100 database engines run in isolation.

ÁDo I have more than one active database?
ÅTypically in Vector and Vector -H we have 1

Question?
ÁWhat will happen to my performance of my queries if I run many 

queries at the same time? 

ÁWill I run out of CORES? 



max_parallelism_level (scenario)
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Queries arrive at our x100 engine

With a 20 CORE server the x100 
engine acts like the machine has 25

If we have max_parallelism set to 8 
(and the query allows) we will use 8 
CORES for it.

Our second query arrives; -
We now have 25 -8 CORES available 
(17), so our second query could still 
use 8 CORES (leaving 11)

Subsequent queries get up to 20% 
of the balance, which may be ONE!


